Evaluation of the uncertainty of electrical impedance measurements: the GUM and its Supplement 2
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Abstract. Electrical impedance is not a scalar but a complex quantity. Thus, evaluation of the uncertainty of its value involves a model whose output is a complex. In this paper the comparison of the evaluation of the uncertainty of the measurement of the electrical impedance of a simple electric circuit using the GUM and using a Monte Carlo method according to the Supplement 2 of the GUM is presented.

1. Introduction

The publication, in 1993, of the Guide to the Expression of Uncertainty in Measurement (GUM) was the first significant result of the work of more than 15 years developed by individuals and organizations to produce an internationally accepted procedure for expressing measurement uncertainty and for combining individual uncertainty components into a single total uncertainty. The Guide, revised in 1995 and 2008 [1], materializes Recommendation INC-1 (1980) by the CPIM Working Group on the Statement of Uncertainties by providing a conceptual framework allowing a consistent treatment of uncertainty contributions. Complemented by the contribution of many [2-7], the impact of GUM in Metrology was increased when, in 2005, standard ISO/IEC17025 [8] established that accredited test laboratories were required to estimate the uncertainty and to report it. Notwithstanding, the original GUM soon evidenced some shortcomings, namely: (a) dealing with non-symmetrical measurement uncertainty distributions, with non-linearity of the measurement system, with input dependency and systematic bias; (b) it mainly concerns univariate measurement models, namely models having a single scalar output quantity.

To cope with these limitations, work has been developed by many authors (e.g. [9-18]) and two supplements to the GUM – Supplement 1 and Supplement 2 – were issued. Based on the same basic ideas of the GUM – measurement model and probability distribution of the input quantities – Supplement 1 [19], which deals also only with models having a single scalar output quantity, introduces numerical simulation using the Monte Carlo method (MCM) as alternative to analytical or numerical integration for calculating the combination of the probability distributions of the input quantities involved in the propagation of distributions required for the evaluation of measurement
Supplement 2 [20] extends the use of GUM and Supplement 1 to multivariate measurement models, namely models with more than one output quantity. It is true that the GUM includes examples from electrical metrology, with three output quantities [JCGM 100:2008 H.2], and thermal metrology, with two output quantities [JCGM 100:2008 H.3] [20], but Supplement 2 describes a generalization of that Monte Carlo method to obtain a discrete representation of the joint probability distribution for the output quantities of a multivariate model. The discrete representation is then used to provide estimates of the output quantities, and standard uncertainties and covariances associated with those estimates [20].

Supplements 1 and 2 to the GUM originate some inconsistency between the GUM and the Supplements. This fact, added to some non-solved limitations of the GUM itself, lead to the need of a revision of the GUM that, to the best of our knowledge, is underway [21].

The electrical impedance is a simple example of a complex quantity and the output of its measurement model is a complex number. The uncertainty evaluation of electrical impedance measurements using the GUM and using the Supplement 2 to the GUM are compared.

2. Electrical impedance

Electrical impedance extends the concept of resistance to alternating current (AC) circuits, describing not only the relative amplitudes of the voltage and current, but also their phase difference. However, electrical impedance measurement is important not only in the analysis of electric circuits but also for other purposes. In fact, because the electrical impedance allows the quantification of the behavior of a conducting medium to an electric current, the impedance measurement is used in the determination of the electromagnetic properties of materials and is the basis of various methods of electrical transduction with applications in fields such as chemistry [22,23] and biomedicine [24-27].

Sometimes abusively used in other time varying regimes, electrical impedance, usually represented by \( Z \), is an electric quantity defined in the context of sine wave alternating current. Thus if \( v(t) \) is the impedance sinusoidal voltage with constant amplitude \( V_M \), constant frequency \( f \), and constant phase \( \varphi_v \),

\[
v(t) = V_M \cos(2\pi ft + \varphi_v) = \text{Re}(V_M e^{j2\pi ft} e^{j\varphi_v}), \tag{1}
\]

where \( j \) is the imaginary unit and \( \text{Re}(x) \) is the real part of \( x \), the impedance current is

\[
i(t) = I_M \cos(2\pi ft + \varphi_i) = \text{Re}(I_M e^{j2\pi ft} e^{j\varphi_i}). \tag{2}
\]

In complex amplitudes (phasors) both can be written as

\[
\vec{V} = V_M e^{j\varphi_v}, \quad \text{and} \quad \vec{I} = I_M e^{j\varphi_i}. \tag{3}
\]

The impedance is not a phasor but a complex number defined as the ratio \( \vec{V} / \vec{I} \) whose amplitude (module) is \( Z \) and whose phase is \( \varphi \).

\[
\vec{Z} = \frac{\vec{V}}{\vec{I}} = \frac{V_M}{I_M} e^{j(\varphi_v - \varphi_i)} = \frac{V_M}{I_M} e^{j\varphi} = Z e^{j\varphi} = Z \cos(\varphi) + jZ \sin(\varphi). \tag{4}
\]

The principles, methods, equipment and procedures for electrical impedance measurement are diverse [28] depending, namely, on the frequency and on the application. In the following sections, and because the purpose here is to compare the uncertainty evaluation using two different methods, the considered case is that of electrical impedance measurements, based on digital acquisition of sinusoidal voltages and estimation of their amplitudes and phase differences as described in [29].
3. Results

3.1. Measurement Model

Figure 1 depicts the setup for the measurement of impedance \( Z \) through the measurement of the voltages at its terminals and the terminals of a reference impedance \( Z_R \). These voltages are buffered with two instrumentation amplifiers (IAs) with unitary gain and simultaneously acquired using two analogue-to-digital converters (ADCs). The series of \( Z \) and \( Z_R \) is excited by the output of a sine wave generator. Figure 2 shows an example of the sampled signals for a 1 kHz measurement frequency. The signal processing algorithm implemented in the DSP estimates the voltage amplitudes and their phase difference using a seven-parameter sine-fitting algorithm [30].

![Figure 1. Setup for the measurement of Z.](image1)

![Figure 2. Example of ADC 1 and ADC 2 acquired samples.](image2)

From Figure 1, and since the input impedance of the IAs is much higher than the amplitudes of both impedances, \[ \frac{\overline{U}_1}{Z_R} = \frac{\overline{U}_2}{Z} \] where \( \overline{U}_1 \) and \( \overline{U}_2 \) are the complex amplitudes of the voltage across \( Z_R \) and \( Z \) acquired by ADC 1 and ADC 2, respectively. The impedance measurement model is

\[ Z = \frac{\overline{U}_2}{\overline{U}_1} Z_R. \] (6)

The acquisition process yields an estimation of the complex ratio \( \overline{U}_2/\overline{U}_1 \). The uncertainty of \( Z_R \) (which originates from the measurement of \( Z_R \) with another impedance measurement method) must be included to obtain the uncertainty of \( Z \).

3.2. Measurements

The results presented correspond to the 1 kHz measurement of an impedance with about 1 k\( \Omega \) amplitude and a phase of 5\(^\circ\). The reference impedance also has amplitude near 1 k\( \Omega \) and a phase near –85\(^\circ\), which corresponds to a non-ideal capacitor.

In Figure 3, the 2D histogram of the measured \( \overline{U}_2/\overline{U}_1 \) ratio is shown for 100 000 measurements with 101 bins both for real and imaginary components. The experimental histogram closely resembles a bivariate normal distribution. Notice that the \( \overline{U}_2/\overline{U}_1 \) ratio is located in the complex plane near the...
positive imaginary axis. This will result in an impedance near the positive real axis since the reference impedance is a capacitor. The average amplitude ratio value is 0.998619264 while the experimental standard deviation of the mean is $7.9 \times 10^{-8}$. The average phase is $89.5464203^\circ$ with a experimental standard deviation of the mean of $0.0000034^\circ$. The coverage regions for 68% and 95% are shown in Figure 4.

![Figure 3. 2D histogram of the measured $U_2/U_1$ ratio.](image)

![Figure 4. Coverage regions for 68% and 95% of the measured $U_2/U_1$ ratio.](image)

3.3. Uncertainty evaluation following the law of propagation of uncertainty

The use of the law of propagation of uncertainty (LPU) is explained in the GUM [1], but is restricted to measurement models with one scalar output. This method can be applied to the measurement model (6) if it is divided into two: the impedance amplitude and the impedance phase, according to

$$|Z| = \frac{U_2}{U_1} |Z_R| \quad \text{and} \quad \phi = \Delta \phi - \phi_{z_2}. \quad (7)$$

In this situation, the combined standard uncertainty of the impedance amplitude is

$$u_{|Z|} = \sqrt{\left(\frac{U_2}{U_1} u_{|Z_R|}\right)^2 + \left(|Z_2| u_{U_2} / |U_1|\right)^2}, \quad (8)$$

since the amplitude ratio measurement and the measurement of the reference impedance are independent. The combined standard uncertainty of the impedance phase is

$$u_{\phi} = \sqrt{u_{\Delta \phi}^2 + u_{\phi_{z_2}}^2}. \quad (9)$$

The reference impedance is measured using an AGILENT 4294A. The obtained reference impedance amplitude is 1004.721 $\Omega$ with a maximum error of 0.76 $\Omega$. As for the phase, the measured value is -84.2528$^\circ$ with a maximum error of 0.043$^\circ$. To obtain the uncertainty of the $Z_R$ measurements (amplitude and phase), the GUM indicates that a uniform probability density function (PDF) should be considered and therefore the uncertainties are obtained by dividing the maximum error by the square root of 3. Notice, that the assumption that the PDF is uniform was validated with consultations with the manufacturer of the impedance meter. Therefore, the standard uncertainty of the reference impedance amplitude and phase are $u_{|Z|} = 0.44 \Omega$ and $u_{\phi} = 0.025^\circ$.

In the complex plane, the uncertainty of the impedance amplitude corresponds to an uncertainty in the distance to the origin of the complex number, while the uncertainty of the impedance phase
corresponds to an uncertainty of the complex number phase. The combination of these two uncertainties defines a region with the generic shape depicted in Fig. 8 of [31] and shown in Figure 5. Notice that the considerable distance to origin and the reduced phase uncertainty makes all the lines resemble straight lines when in fact, the real, limits of the coverage phase intervals are arcs.

Another way to interpret the results of the law of propagation of uncertainty is to combine the two outcomes (the amplitude and phase PDFs) considering that they are independent. Since the GUM transforms every uncertainty into a normal PDF distribution, it is possible to combine both output PDFs (amplitude and phase) to obtain a bivariate PDF. The resulting equivalent 2D histogram is shown in Figure 6. Note that, the coverage regions of this histogram (which are ellipses) do not correspond to the intersection areas depicted in Figure 5.

![Figure 5](image1.png)  
**Figure 5.** Coverage intervals obtained using the LPU. (a) and (b) are the coverage intervals of the impedance phase for 95% and 68%. (c) and (d) are the coverage intervals of the impedance amplitude for 95% and 68%.

![Figure 6](image2.png)  
**Figure 6.** Equivalent 2D histogram obtained using the law of propagation of uncertainty as defined in the GUM [1].

### 3.4. Uncertainty evaluation using Monte Carlo method

The law of propagation of uncertainty approach, as shown in the previous section, has significant shortcomings in this (and similar) applications since it neglects any phase/amplitude dependence of the measured \( \frac{\bar{U}_z}{\bar{U}_r} \) ratio and takes a simplistic interpretation of the uncertainty of the reference impedance (transforming the uniform PDFs into normal ones). These shortcomings can be addressed by evaluating the uncertainty of the measurement model (6) using Monte Carlo simulations. In Supplement 1 [19], the use of Monte Carlo method (MCM) is described for single output measurement models where the law of propagation of uncertainty is not suited due to: (a) the type of PDFs of each measurement model input are substantially different from normal PDFs; (b) the first order Taylor approximation used in LPU is not suited for some measurement models; (c) measurement models that cannot be described by a closed algebraic equation (to determine the partial derivates). Supplement 2 [20], goes further by expanding the use of MCM for measurement models with any number of output quantities. One significant evolution in this supplement is the definition of coverage regions and in particular that of the smallest coverage region (and interval which is also suited for measurement models with a single output).

In the considered case of impedance measurements, the PDF of the reference impedance amplitude is uniform as is the PDF of the reference impedance phase. In order to obtain the histogram of the measured impedance, for each of 100 000 \( \frac{\bar{U}_z}{\bar{U}_r} \) ratio measurements, 100 000 values of the reference impedance amplitude and phase are randomly generated in accordance to their uniform distributions. The values of the resulting estimated impedance are then used to generate the 2D histogram (Figure 7) and from the histogram, the coverage region with 95% is obtained (Figure 8).
It can be seen that the 2D histogram is basically a plateau due to the uniform distribution of the reference impedance amplitude and phase. On the edges of the plateau, it decreases quickly (practically following a one-sided normal distribution) due to the relatively narrow 2D histogram of the measured $\frac{U_2}{U_1}$ ratio. Due to the abruptness of the plateau decline, the coverage region for 68% is basically the same as for the 95% case.

![Figure 7. 2D histogram of the measured impedance.](image1)

![Figure 8. Coverage region for 95% of the measured impedance.](image2)

One important aspect that should be pointed out, concerns the numerical implementation procedure used to estimate the histogram of Figure 7. The total amount of estimated impedance values is $10^{10}$, which would require 160 GBytes of data using a straightforward brute-force approach (herein called the traditional method). This amount of data is unmanageable to process and estimate the final histogram.

The new proposed method consists in processing the data in segments, estimate the 2D histogram contribution of each segment, discard the data and proceed to the next segment storing only the cumulative histogram contribution. In Figure 9, relative simulation times are shown for the new method and that of the traditional method as a function of the number of measured points $M$ – which is considered to be the same as of the estimated reference impedance values for each measurement – i.e., the total number of estimated impedance values is $M^2$. Processing is done in MATLAB on a PC with an i7 processor and 16 GB of RAM.

![Figure 9. Normalized simulation time (ratio between simulation time and the lowest value) to obtain the output histogram as a function of the number of measurements for the traditional method and the new method.](image3)
Although the new method is slower for $M < 10^4$, due to the multiple histogram assessments, for $M > 10^4$, the simulation time of the traditional method increases substantially and for $M > 18,000$, Matlab can no longer conclude the process due to the use of virtual memory and the corresponding increase in access time to the data. On the other hand, the new method has no such constrain and could be used even for $M > 10^5$. Note that the amount of required memory for the traditional method is $16M^2$Bytes while for the new method it is only $16M$ Bytes. For $M = 10^4$, the traditional method requires 1.6 GBytes, while the new method requires only 160 kBytes.

The drawback of the new method is that the histogram range and its number of points must be defined in the beginning of the process and cannot be changed during the process. This issue requires that the process is started with a low value of $M$ to define the histogram range, which is refined before the final simulation is executed.

4. Conclusions

The example presented in this paper highlights some of the known limitations of the law of propagation of uncertainty. For this particular case where the estimated output is a complex number, its separation into two measurement models removes the dependency of the estimated complex ratio amplitude and phase. If the real and imaginary components were considered instead, the resulting ellipsoid coverage regions would be different. The Monte Carlo method shows that the actual coverage region is not an ellipsoid but instead a rotated rectangle mainly due to the uncertainty of the reference impedance and its considerable area when compared with the coverage region of the measured complex voltage ratio.
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